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Abstract: 
 

Recent development of artificial intelligence, machine learning and deep learning, in 
particular, resulted in the increase in the use of data-based models in various fields; among 
others, in the field of dam safety. Neural networks are the most frequently used machine 
learning technique which has been applied to various problems. Other machine learning 
techniques are used for the analysis and interpretation of dam structural behaviour. In this 
paper, an analysis is conducted exhibiting how novel machine learning techniques can be used 
for piezometric water level prediction. Results from different techniques are presented and 
discussed. At the same time, the performance of the previously developed neural network 
model is analysed with the extended dataset, since additional measurements have been 
collected in the meantime. Although only one representative piezometer is considered, the 
proposed methodology may be generally applicable. Finally, some recommendations are 
given on how predictive models that are very similar at first glance may differ by additional 
analyses. 
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1. Introduction 
 

In dam safety systems, the response of behaviour models is of great importance for daily 
operation as well as long-term evaluation. Finite element-based models (FEM) are widely 
used in dam safety analysis because of its physically based nature, transparency, and 
interpretation of results. The main disadvantage of those models, in daily operation, is its 
slowness. Additionally, as dam monitoring system develops further (measurement 
automatization, new sites, etc.), there is a growing influx of data that requires the adaptation 
of current model. On the other hand, some problems in dam safety analysis are of local 
character (seepage, local pressure increase) [1] and are often quite difficult to model. 
Statistical models [2] in analysis allow the creation of predictive models using large amount 
of available data. But, the tendency to extract as much information as possible from data 
related to dam safety sets up the limits to statistical models [3]. However, development in the 
field of machine learning (ML) in recent years has enabled application of data-based modes in 
various fields such as medicine, e-commerce, business intelligence, and dam safety as well. 
Some authors are focused on dam behaviour [4-5], prediction of displacement [6-7], shape 
optimization [8], crack detection [9], flow prediction [10] or piezometric water level 
prediction [11]. 

The main objective of this study is to analyse cetain novel machine learning regression 
models in the context of applicability to the piezometric water level prediction. Additionally, 
the usability of the existing model presented in [11] is checked particularly in the domain of 
accuracy, since after almost a decade, new data have been collected. The results of the 
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comparative analysis of predictions of water level obtained from different models are also 
presented. 
 
2. Dataset 
 

Dataset consists of the piezometric water level acquired in the period from 1999 to 2020 
from piezometers labelled as FP-13A, located on the non-overflow dam of the Iron Gate II 
and downstream water level measured in the same period. The total amount of data per 
piezometer is about 490 which 3 times more than the dataset used in the related study. To 
compare results with those in [11], the same record of data per piezometer is used. Single 
record contains piezometer water level (current day), and 3 downstream water levels labeled 
as ht, ht-1 and ht-2 which refer to the current day, day before and two days before, respectively. 
Some basic statistics of the data sets are presented in Table 1. 

Variable Min Max Average Std Cor FP-13 Cor FP-29 
Now Prev. Now Prev. Now Prev. Now Prev. Now Prev. Now Prev. 

ht 28.6 28.6 38.25 37.16 32 32.16 1.8498 1.669 0.9564 0.971 0.9642 0.9715 
ht-1 28.71 28.71 38.21 36.93 31.98 32.12 1.852 1.6603 0.9522 0.9611 0.9628 0.9723 
ht-2 28.79 28.87 38.23 37 31.99 32.13 1.8563 1.663 0.938 0.971 0.9534 0.9634 

FP-13 29.8 29.96 38.38 37.26 32.29 32.39 1.7108 1.5077 1 1 - - 
Table 1. Basic statistics of datasets 

 
3. Machine learning models 
 

In recent years, there were a lot of examples of using machine learning models in the field 
of dam safety. Some of them used Support Vector Machine (SVM) [12-13], while others used 
Gaussian Process Regressors (GPR) [14-15]. The main goal of this paper is to develop, check 
performance, and apply to water level prediction problem the regression models belonging to 
SVM, GPR and Regression Trees as well as deep learning Long-ShortTermMemory (LSTM) 
model. To achieve this goal, two software packages are used. The first one is Matlab and its 
Regression Learner application, while the second one is ML.NET library. While Matlab is 
well-known software package in scientific community with plenty of regression models 
through Regression Learner application, ML.NET is a relatively new, open source, machine 
learning library developed by Microsoft for C# language [16]. The entire library contains a lot 
of models not only for regression, but also for classification and clusterization. To our 
knowledge, there are no papers in literature related to implementation of this library in dam 
safety analysis. The total number of selected models from both software packages is 23: 15 
from Matlab (SVM:6, Regression Tree:3, Ensemble:2, GPR:4) and 8 from ML.NET. Simple 
LSTM model is generated in Matlab. 

Dataset is divided into train and test data by the ratio 80:20 which means 80 percent of 
data is used for training, and 20 percent of data is used for testing models. In order to compare 
the results from different models, standard metrics is used: correlation coefficient r, R-
squared (r2), Mean Absolute Error (MAE) and Mean Square Error (MSE). The best models 
according to proposed metrics are presented in Table 2. The first row is the best Matlab 
model, the second row is the best ML.NET model, the third one is LSTM, and the fourth row 
contains results obtained by FNN model proposed in [11]. 

 

Piezometer FP-
13 

r R2 MAE MSE 
Training Test Training Test Training Test Training Test 

GPR - Squared 
Exponential 0.97 0.9 0.94 0.81 0.2837 0.2911 0.1865 0.3344 

LbfgsPoisson 0.97 0.9 0.94 0.82 0.31 0.33 0.19 0.37 
LSTM 0.98 0.9 0.96 0.82 0.2543 0.3138 0.1188 0.3351 
FNN 0.99 0.95 0.97 0.91 0.285 0.31 0.18 0.34 

Table 2. The best models for FP-13 
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4. Results and discussion 
 

Graphic representation of results obtained using different ML models for piezometer FP-
13 is shown in Figure 1. 
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Figure 1. Prediction of water level on FP-13 
 

Briefly, model results are almost identical or very similar. All of them have similar 
dynamics, none of them reaches some measured peaks. There are no significant deviations in 
the model response. Considering numerical results shown in Table 2, the best model is GPR – 
Squared Exponential regression model according to MAE and MSE for test case. Generated 
LSTM model achieved the best performance within training data, but the results with test data 
are slightly worse. Lbfgs Poisson model of FP-13 has pronounced spikes i.e. it is sensitive to 
sharp changes. Other regression models do not have such characteristics. 

In order to distinguish almost similar regression models, additional experiment has been 
made. Absolute error values obtained from the testing period have been divided into 3 groups 
and have been counted. The results are shown in Table 3. 

Piezometer FP-13 < 0.15 [0.15,0.5] > 0.5 
FNN 55 33 10 
GPR - Squared Exponential 36 49 13 
LbfgsPoisson 47 41 10 
LSTM 45 38 15 

Table 3. The best models for FP-13 
 

Most errors for FNN are below 0.15, while for GPR is in between 0.15 and 0.5 but, according 
to metric parameter MAE, GPR is slightly better than FNN. 
 
5. Conclusion 
 

Neural networks are certainly the most used ML technique in dam safety analysis while 
other techniques are less common. In this paper, it is shown that all ML models presented are 
suitable for prediction of piezometric water level. Moreover, deep learning model LSTM had 
the best performance on the training dataset, but was not so beneficial with the test dataset 
which requires additional tuning process. Although only one piezometer is considered in this 
study, the presented methodology could be used for all piezometers of non-overflow dam and 
their number is significant. 

Like any other tool, ML must be used by specialists with a broad knowledge of how it 
works.  

But, there is still the question of a suitable technique to be used for some problem not 
only in the sense of accuracy but also in the sense of interpretability. For example, it is known 
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that SVM is more interpretable than NN because of the kernel function. Of course, we should 
strive to develop and use as simple models as possible taking care not to reduce the quality of 
the results obtained. Because of that, it is strongly recommended to use more than one 
predictive model and compare the results obtained. 
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Welcome Message 

Dear colleagues and students, 

On behalf of the Organizing Committee, it is a pleasure to welcome you at the First Serbian 
International Conference on Applied Artificial Intelligence which takes place in Kragujevac, 
Serbia, on May 19th-20th, 2022 at the University of Kragujevac. 

Artificial intelligence and related technologies are increasingly prevalent in business and 
industry and are beginning to be applied to healthcare, social science and arts. These 
technologies have the potential to transform many areas. Artificial intelligence has 
revolutionized information technologies. The new economy of information technologies has 
shaped the way we live today. 

The First Serbian International Conference on Applied Artificial Intelligence 2022 (AAI2022) 
will provide an excellent international forum for sharing knowledge and results in theory, 
methodology and application of Artificial Intelligence and Machine Learning in academia and 
industry. It is jointly organized by the University of Kragujevac and Serbian Academy of 
Sciences and Arts. 

Nowadays, artificial intelligence has been used in every company where intelligence elements 
are embedded inside sensors, devices, machines, computers and networks. The conference 
organizers aim to gather the attention of and contribution from researchers, academicians, and 
scientists from various fields of Artificial Intelligence to create an integrated approach towards 
global exchange of information on technological advances, scientific innovations, and the 
effectiveness of various regulatory programs towards Artificial Intelligence application. 

It also aims to: 

provide early-stage researchers with an inspiring event allowing them to connect to
relevant experts in related fields;
provide an exciting venue for researchers to network and establish national and
international collaborations;
bring together leading experts from all relevant scientific domains to enhance the
understanding of Artificial Intelligence;
make historical shift for the very beginning of this area in Serbia and at the University
of Kragujevac.

There are five different Mini-symposiums: 

Mini-symposium I – Soft Computing Techniques in Multi-Criteria Optimization
Problems – 
Mini-symposium II – Artificial Intelligence in Medicine: Current Situation and
Future Trends – 
Mini-symposium III – Artificial Intelligence Applications in Social Sciences –

Mini-symposium IV – Artificial Intelligence and Entrepreneurship – Organisers:
D
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Mini-symposium V – Supercomputing for Artificial Intelligence – Organiser:

As well as six world renowned plenary speakers in the area of applied artificial intelligence: 

Prof. Michalis Zervakis – Technical University of Crete, Greece
– Temple University, USA

– Purdue University, USA
Prof. Themis Exarchos – Ionian University, Greece

– IJS Ljubljana, Slovenia
Prof. Priyanka Harjule – Malaviya National Institute of Technology Jaipur, India

We have received more than 120 high-quality research papers. As a result of the strict review 
process and evaluation, the committee selected 91 papers as extended abstracts. 

After the review, full papers from the AAI2022 conference will be published by Springer 
Verlag in the series “Learning and Analytics in Intelligent Systems” under the title “Applied 
Artificial Intelligence”.  

We must also admit that the conference certainly would not have been so successful without 
the efforts of many people who were actively engaged in organization of such a major academic 
event. We express gratitude to the members of the program and scientific review committee as 
well as to all the chairs, organizers and committee members for their dedication and support. 

On behalf of the Organizing Committee, we wish you all a pleasant stay in Kragujevac and a 
productive conference.  

, Conference Program Chair 
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