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Abstract  – Distribution Network Reconfiguration (DNR), as a part  of the Distribution Management System,
plays an important  role  in  increasing  the energy  efficiency  of  the distribution network  by coordinating the
operations of the switches in the distribution network. Dynamic Distribution Network Reconfiguration (DDNR),
enabled by the sufficient number of remote switching devices in the distribution network, attempts to find the
optimal topologies of the distribution network over the specified time interval. This paper proposes data-driven
DDNR based on Deep Reinforcement  Learning (DRL). DRL based DDNR controller aims to minimize the
objective  function,  i.e.  active  energy  losses  and  the  cost  of  switching  manipulations  while  satisfying  the
constraints. The following constraints are considered: allowed bus voltages,  allowed line apparent powers,  a
radial  network  configuration  with all  buses  being  supplied,  and  the  maximal  allowed number  of  switching
operations.  This  optimization  problem is  modelled  as  a  Markov  Decision  Process  (MDP)  by  defining  the
possible states and actions of the DDNR agent (controller) and rewards that lead the agent to minimize the
objective function while satisfying the constraints. Switching operation constraints are modelled by modifying
the action space definition instead of including the additional penalty term in the reward function, to increase the
computational efficiency. The proposed algorithm was tested on three test examples: small benchmark network,
real-life large-scale test system and IEEE 33-bus radial system and the results confirmed the robustness and
scalability of the proposed algorithm.

Keywords: Distribution network, Network reconfiguration, Deep reinforcement learning, Active energy loss and
switching operations minimization, Multi-objective function.

NOMENCLATURE

A. Variables
T
∫¿

i
¿ – Duration of the considered time interval, in hours,

P ,Q – Active and reactive powers, respectively,

Ssw – Apparent power of switch sw(sw=1,2,…, NSW , where NSW  is the number of 
switches in the network)

PLoss – Active power losses,

U ,θ – Bus voltage magnitude and phase angle, respectively,
x – Switch status (1 – closed switch, 0 – opened switch),
y – Change of switch status (1 – status change, 0 – no status change),
α – Auxiliary variable,

p (s ' , r|s , a ) – Transition function,

St , s
' , st – Random variable denoting the new state  in timestep  t  and its  particular  values,

respectively,
St−1 , s , s t−1 – Random variable denoting the previous state in timestep  t−1 and its particular

values, respectively,
Rt , r , r t – Random variable denoting the immediate reward in timestep  t  and its particular

values, respectively,
At−1 , a , a t−1 – Random variable denoting the action in timestep  t−1 and its  particular  values,

respectively,

a ' , at – Action in timestep t ,

Gt – Random variable denoting the return in timestep t ,

π – Policy,

qπ – Action value function (Q-function) related to the policy π,

Q (s ' , a ' ;θQ ) – Deep Q-network,

θQ – Deep Q-network parameters,
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Qlabel – Label for Deep Q-network training,

Qtarget ( s' , a' ;θQ target ) – Target Deep Q-network,

θQ target – Target Deep Q-network parameters,

L – Squared error loss function.

B. Indices
t – Discrete time interval index (t=1 ,2,…,T , where T  is the total number of time intervals),

j , k – Bus ( j , k=1,2 ,…,N N , where N N is the total number of buses in a distribution network),

b – Branch (b=1 ,2 ,…, NBr, where NBr  is the total number of branches),

sw – Switch (sw=1,2 ,…,N SW , where N SW  is the number of switches in a network),

episode – Episode index.

C. Sets
S – Finite set of states,
A – Finite set of actions,
R – Finite set of immediate rewards.

D. Parameters
g , b – Element of nodal conductance and susceptance matrices, respectively,

NSW
max

– Maximum number of allowed switch operations during an optimization time interval,

R , X – Branch resistance and reactance, respectively,

Sb
max

– Maximum allowed VA power flow in b thbranch,

U j
min ,U j

max
– Minimum and maximum allowed kV voltage at jth bus,

N – Number of episodes,
T – Number of time intervals, i.e. number of timesteps per episode,
CLoss – Cost of energy losses, in $ per kWh,
CSWs – Cost of switching action for the sth switch, in $,

CU – Penalty value if the bus voltage constraint is violated in any of the nodes,
CS – Penalty value if the branch capacity constraint is violated for any of the branches,

γ – Discount factor,
ε – Exploration hyperparameter,
α – Learning rate hyperparameter for Q-learning.

E. Abbreviations
DNR – Distribution Network Reconfiguration,
DDNR – Dynamic Distribution Network Reconfiguration,
RL – Reinforcement Learning,
MDP – Markov Decision Process,
DRL – Deep Reinforcement Learning,
DQN – Deep Q-network,
ReLU – Rectified Linear Unit.

1. INTRODUCTION

Distribution network reconfiguration is a widely used power application in distribution system operation. Firstly,
DNR is used to achieve objectives such as the minimization of power loss and voltage deviations [1, 2], and
secondly, it is used for load balancing, Volt/Var optimization, supply restoration, etc. [3]. Therefore, DNR is an
important  tool in distribution systems for optimal distribution network management.  Two types of DNR are
static  DNR,  which  is  determined  for  the  fixed  operation  point,  and  DDNR,  which  optimizes  the  network
operations over the specified time period. Therefore, DDNR is suitable for real-time applications because of the
intermittency of load, generation, and other network conditions.
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First studies regarding DNR tackle problems like power loss reduction [4-6], load balancing [6], energy loss
reduction [7], and operation cost reduction [8], in the scope of static DNR. Static DNR including mixed-integer
linear programming is presented in [9-13], with the main advantage of finding the global optimum. Heuristic
algorithms are, also, static DNR. The main drawback of those applications is the possibility to find only the local
optimum. Representative metaheuristic algorithms used for solving the DNR problem are genetic algorithm [13,
14], evolutionary algorithms [15], particle swarm optimization [16], and others.

Using  DDNR  rather  than  static  DNR  can  result  in  larger  benefits  and  increased  performance  of  network
operation, with the drawback of requiring the fully automated distribution network to be used. DDNR studies for
small  distribution networks are presented in [17, 18],  both of which have the problem of computation time
increasing significantly with the increase of the problem dimension. The "path-to-node" concept is proposed in
[19], for the efficient modelling of the radiality of the distribution network. The main drawback of this concept is
the  significant  increase  in  the  number  of  decision  variables  with  the  increase  of  the  optimization  problem
dimension.  DNR  can  be  performed  on  an  hourly,  daily,  or  monthly  basis,  as  in  [20–22];  however,  these
references do not deal with the limits of the number of switching operations in mentioned time periods. DNR
studies for annual network reconfiguration which consider the variable loads are presented in [23, 24], where the
study [23] additionally deals with minimizing the cost of switching operations, while the study [24] considers the
stochastic power generation of distributed generators.  Refs. [24, 25] attempt to solve DDNR with the use of
genetic algorithm. Per hour DNR solved by rule-based algorithm is presented in [26].

Ref.  [27] presents  a simple and fast  strategy for selecting the candidate solutions of the distribution system
reconfiguration problem without solving optimization based or load flow based programs. Dynamic and multi-
objective DNR by using the parallel processing method and adaptive population approach is presented in [28].
Ref.  [29]  proposed  single-  and  multi-objective  formulation  of  DDNR  based  on  the  Lagrange  relaxation
approach.  In  single-objective  formulation,  the  objective  function  is  loss  reduction,  while  in  multi-objective
formulation,  the  objective  function  is  the  minimization  of  costs  of  energy  losses,  network  reliability  and
switching operations. Study [30] presents DNR for loss reduction without the network parameter information.
DNR is  formulated as  a  Markov Decision Process  and solved  using an off-policy Reinforcement  Learning
algorithm trained on historical operation data set. Modern distribution network is being transformed from passive
to active due to emerging renewable energy resources and, consequently, using distributed generators for the
DNR problem is becoming a study of importance [2, 31]. Study [32] presented DNR for power loss reduction
with budget limit as a hard constraint for the planning purposes of distribution networks.

This paper proposes DDNR based on Reinforcement Learning algorithm. It is a multi-objective approach which
minimizes  the  cost  of  energy  losses  and  switching  manipulations.  The  proposed  expression  of  the  DDNR
problem  in  the  RL  framework,  that  is,  the  definition  of  the  state  variables  leads  to  lower  observability
requirements compared to the approach proposed in [30]. The amount of information needed for the algorithm
execution is decreased, since the topology information and the information about the power flows in the network
are compressed in the single set of variables. This reduces the amount of telemetered measurements needed for
the  potential  real-world  execution  of  the  algorithm  and  it  is  also  convenient  from  the  algorithm  training
perspective,  since  the  required  size  of  the neural  network  is  reduced.  The paper  also proposes  the way of
considering switching operation constraints that improves the algorithm training computational efficiency. The
proposed approach assumes selecting the actions from the  available subset of the action set, which is updated
during the episode so that switching operation constraints are not violated, rather than allowing these actions, yet
penalizing  them with the  large  amount  of  negative  reward.  This  way of  selecting actions  can  be used  for
optimization problem constraints whose violation can be detected without the feedback from the environment
(by evaluating only the agent’s action) and it can be applied to similar power system control and optimization
problems treated with RL like Volt-Var optimization, energy storage scheduling, supply restauration, etc. Total
cost benefits and execution times of the proposed algorithm are compared with the state of the art method from
[29]. The main contributions of the paper are:

1. Proposed DDNR is based on a Machine Learning method called Reinforcement Learning,
2. Suggested  multi-objective  and  scalable  approach  is  computationally  efficient  during  the  algorithm

execution, with the expense of high computation cost during the algorithm training,
3. Proposed  definition  of  the  state  variables  for  the  RL  agent,  which  leads  to  lower  observability

requirements,
4. Proposed, computationally efficient way of considering switching operation constraints by creating the

available subset of the action set and updating it during the episode.
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The rest of the paper is organized in the following way: In section 2 the main idea of RL is presented, while in
section  3  network  reconfiguration  problem  is  formulated.  Expression  of  the  DDNR  problem  in  the  RL
framework is described in section 4. Results and discussion, as well as conclusion, are presented in sections 5
and 6, respectively. In section 7, references are presented.

2. MATHEMATICAL BACKGROUND – REINFORCEMENT LEARNING

Reinforcement Learning, as a machine learning technique, deals with how software agents learn to take actions
in an environment by experience and exploration, with the goal of finding the optimal strategy that maximizes
the  obtained  long-term reward  [33].  In  the  RL framework,  it  is  assumed  that  the  agent  interacts  with  the
generally stochastic environment in discrete timesteps. At the beginning of each timestep, the agent observes the
environment, i.e. it receives the state variables from the environment. Based on the state variables, the agent
takes an action and sends it to the environment, which changes its state, due to the action received, as well as its
internal processes. The environment sends the immediate reward signal for that timestep and the state variables
for the next timestep to the agent. The goal of an RL algorithm is to find the (close to) optimal policy, i.e. the
action  selection  that  maximizes  the  long-term  reward,  while  receiving  feedback  about  its  immediate
performance. This section presents the theoretical background of RL in 2.1 and 2.2 and the Deep Q-learning
algorithm in 2.3, which is used in the remaining of the paper.

2.1. Finite Markov Decision Processes

The RL problem is mapped onto an MDP, which is defined as the following tuple:
1. S – finite set of states,
2. A – finite set of actions,
3. R – finite set of immediate rewards,

4. p (s ' , r|s , a )=Pr {S t=s ' , Rt=r|St−1=s , A t−1=a} – transition function,

where the random variables  St,  St−1,  Rt ,  At−1 symbolize the new state, previous state, received immediate

reward and action being taken, respectively, and s' , s∈S, r ∈R , a∈ A  denote the particular values of these

random variables.  Therefore,  the  transition  function  represents  the  probability  of  being  in  the  state  s' and

receiving the immediate reward r , on condition to being in the state s previously and executing the action a.

Return  in  timestep  t ,  which  represents  the  long-term reward  starting  from that  timestep,  is  the  subject  of
optimization:

Gt=Rt+1+γ R t+2+γ2 Rt+3=∑
i=0

∞

γi Rt+i+1 , (1)

where γ ∈[0 ,1] is the discount factor.

Policy  π models  the  action  selection  in  various  states.  By optimizing  the  policy,  the  long-term reward  is
optimized. The policy is in the general case stochastic, i.e. it maps the probability distribution of actions to states.

Action value function (Q-function) is a mapping of states-action pairs to the real numbers, where the value of the
state-action  pair  represents  the  expected  long-term reward  starting  from  that  state,  taking  that  action,  and
following a concrete policy π  afterwards.

qπ
( s , a )=Eπ [Gt|St=s , A t=a ]=Eπ [∑

i=0

∞

γ i Rt+i+1∨S t=s , A t=a] . (2)

The Q-function can be recursively expressed using the Bellman equations:

qπ ( s , a )=Eπ [Rt+1+γ qπ
(S t+1, At+1 )|St=s]

(3)
¿ r+γ ∑

s ' ∈S

p ( s '|s , a )∑
a' ϵA

π (a'|s ')qπ ( s ' , a' )

Finding the optimal action value function implies finding the optimal policy. The optimal policy is generated
from the  optimal  Q-function by selecting  the action with the largest  Q-function value in  each  state.  If  the
problem is formulated as an MDP, then at least one optimal solution exists and an iterative procedure based on
the Bellman equations which converges to one of those solutions can be established.
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In order to find the exact solution to the MDP, it has to be fully defined, i.e. all of the transition probabilities and
immediate rewards has to be known. Additionally, for large state and action spaces, solving MDPs exactly could
be computationally  infeasible.  The main RL idea is  to overcome these problems by learning  the (close  to)
optimal policies based on the interaction of the agent with the environment.

2.2. Q-learning

This  paper  considers  model-free  RL  algorithms,  where  the  optimal  policy  is  learned  directly  from  the
accumulated experience, i.e. the history of interaction of the agent with the environment. On the other hand, in
the model-based RL the MDP, or the transition probabilities and immediate rewards for all state-action-next state
triplets are learned from the accumulated experience and solved to obtain the policy. 

Q-learning is a basic model-free RL algorithm, where the Q-function values for each state-action pair are stored
in the Q-table and updated during the algorithm training [34]. During the execution of the algorithm, for each
state the agent  receives  from the environment,  the action with the greatest  Q-function value in the table is
selected.
During the algorithm training, actions are selected randomly with the probability  ε , and the actions with the
largest Q-function values for the corresponding states are selected with the probability 1– ε , where ε ∈[0 ,1]
is the exploration hyperparameter. This way the agent searches the state-action space and avoids the local optima
problem. Algorithm training is performed by repeating the predefined number of episodes,  which consist of
timesteps.  One timestep  contains  the  information about  one  interaction  of  the  agent  with  the  environment:
current state, action selected by the agent, received reward and the next state. The length of episodes, i.e. the
number of timesteps in them is generally variable.

Upon  one  interaction  of  the  agent  with  the  environment,  the  values  in  the  Q-table  are  updated  using  the
following rule, obtained using the idea from the Bellman equations:

q ( s , a )≔(1−α )q ( s , a )+α [r+γ max
a'

q ( s' , a' )],
(4)

where α  is the learning rate hyperparameter.

As well as MDPs, the Q-learning algorithm assumes discrete state and action spaces and for large state and
action spaces it may be infeasible to learn the Q-function value for all state-action pairs.

2.3. Deep Q-learning

Deep Q-learning algorithm is one of the basic Deep Reinforcement Learning (DRL) algorithms, that utilizes the
advance in deep learning field to improve the RL algorithms. The idea of the algorithm is to use a deep neural
network, also called Deep Q-Network (DQN), as an approximator of the Q-function [35]. Inputs of the DQN are
state variables, while output neurons provide the Q-function values for each of the actions and for the input state.
Therefore, the state space can be continuous, whereas the action space has to be discrete and finite, since the
number of output neurons is limited.

Deep Q-learning algorithm introduces target  DQN which has  the same topology as DQN and in which the
parameters of DQN are copied at the predefined period during the training process. Target DQN is used for
determining the labels for the DQN training, which is one of the key advantages over the Q-learning algorithm,
since it improves the stability of the learning process [35].

Another important feature of DRL algorithms is the experience replay memory, in which the history of agent’s
interaction with the environment is stored. At each timestep, tuple  (s , a , r , s ’)is stored into the experience
replay memory, from which the minibatches for DQN training are sampled.

Labels  for  DQN training  are  calculated  in  the  following way,  using  the  idea  from the  Bellman equations,
similarly to the Q-learning algorithm:

Qlabel ( s , a )=r+γ max
a'

Qtarget ( s
' , a' ;θQtarget ).

(5)

θQ and  θQ target denote the parameters (weights and biases) of DQN and target DQN. DQN is trained using the
minibatch  gradient  descent  algorithm,  which  minimizes  the  squared  error  loss  function  that  expresses  the
distance between the labels and the outputs of DQN during the training:
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L (θQ )=E[(Qlabel (s , a )−Q(s , a ;θQ
))

2
]. (6)

3. DYNAMIC DISTRIBUTION NETWORK RECONFIGURATION PROBLEM FORMULATION

This  section  provides  a  standard  formulation  of  the  DDNR  problem,  which  will  be  transformed  into  the
Reinforcement Learning formulation of the same problem in section 4. DDNR mathematical model consists of
multi-objective function and constraints. Multi-objective function defined as the total cost of active energy loss
and manipulation of switching devices is minimized, subject to the following constraints: active and reactive
powers  injection  constraints,  bus  voltages  constraints,  branch  capacity  constraints,  switching  operations
constraints and network radiality constraint.

DDNR problem formulation will be written in the following way [11, 29]:

Objective function:

min {∑
t=1

T

CLoss T∫¿
t PLoss

t +CSW s SW t
}¿. (7)

Active power losses and switching action are defined in the following way:

PLoss
t

=∑
b=1

N Br

α b Rb

(Pb
t
)

2
+(Qb

t
)

2

(U j
t
)

2 , (8)

SW t
=∑

sw=1

NSW

ysw
t

, (9)

where:

Pb
t
={g jk (U j

t
)

2
−U j

t U k
t
[ g jk cos(θ j

t
−θk

t
)+b jk sin(θ j

t
−θk

t
)]}, (10)

Qb
t
={−b jk(U j

t
)

2
+U j

t U k
t
[b jk cos(θ j

t
−θk

t
)−g jk sin(θ j

t
−θk

t
)]}. (11)

ab
t
– is defined in the following way:

α b
t
={ xsw

t  branch  b  has  a  switch ;
1 branch b does  no t  have a switch ,

(12)

xsw
t
={ 1 switch sw isclosed in interval t ;

0switch sw is open ed in interval t .
(13)

Constraints are:

1. Active and reactive injection constraints (k=1 ,2 ,…, NN ,b= j – k ):

P j
t
=U j

t ∑
k=1

N N

U k
t
[g jk cos (θ j

t
−θk

t
)+b jk sin(θ j

t
−θk

t
)], (14)

Q j
t
=U j

t ∑
k=1

N N

U k
t
[g jk sin (θ j

t
−θk

t
)−b jk¿cos (θ j

t
−θk

t
)] .¿ (15)

2. Bus voltage constraints ( j=1 ,2 ,…, NN):

U j
min≤U j

t ≤U j
max

. (16)

3. Branch capacity constraints (b=1 ,2 ,…, NBr):

(Pb
t
)

2
+(Qb

t
)

2≤(Sb
max

)
2
. (17)

4. Switching operation constraints (sw=1,2 ,…,N SW):

∑
t=1

T

|xh
−xh−1|≤ NSW

max
, x0is known from the base case. (18)
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This equation is described in detail in [29].

5. Radiality network constraint:

∑
b=1

NBr

αb
t
=NN−1. (19)

The proposed multi-objective DDNR problem formulation (7) aims to minimize the total cost of active energy
loss and manipulation of switching devices. However,  in many practical applications the DDNR, apart from
minimizing the cost of active energy loss and manipulation of switching devices, is used to improve voltage
deviation [1, 2], load balancing, Volt/Var optimization, supply restoration [3], the distribution network reliability
[29], etc. Extension of the DDNR problem formulation assumes incorporating some of these criteria into the
objective  function.  That  is  achieved  by  adding  the  corresponding  terms  to  the  objective  function  while
preserving the constraints (14) – (19).

4. DYNAMIC DISTRIBUTION NETWORK RECONFIGURATION BASED ON REINFORCEMENT
LEARNING

This section describes the way DDNR is expressed as an RL problem, how the objective function and constraints
are considered, and the description of the algorithm training procedure.

4.1. Modelling Dynamic Distribution Network Reconfiguration as a Markov Decision Process

The information flow between the agent and the environment during their interaction is presented in Fig. 1.
Episodes consist of T  timesteps and, at the beginning of each timestep, active and reactive power consumption
data for the next hour is loaded. Then, the Load Flow calculation is executed to create the state variables, which
contain the timestep index and the apparent powers of all switches in the network, as shown in (20):

st=( t , S1 , S2 ,…,SNSW). (20)

This choice of state variables reduces the state space dimensionality and DQN size,  since the current network
configuration (switch statuses and hence the network topology can be reconstructed using the apparent powers of
the switches) and Load Flow results are compressed in a single set of variables, from which the agent can make
its own representation of the environment and correlate it with actions and received rewards.

Action space contains all the switch combinations that lead the network in feasible radial configuration, in which
all the buses are energized. These switch combinations are enumerated in a unique way so that one output neuron
corresponds to one feasible radial combination. This action space definition implies that the radiality network
constraint stated in (19) is always satisfied, which accelerates the learning process.

The reward value for each timestep t  is equal to the negative sum of the following terms:

1. Active energy losses price  CLossT
t PLoss

t
, used to model the first term in DDNR objective function

stated in (7).
2. Price of the switching manipulations needed to conduct the network from the previous configuration to

the current one CSW s SW t , used to model the second term in DDNR objective function stated in (7).

3. Predefined penalty value CU if the bus voltage constraint is violated in any of the nodes, used to model
the bus voltage constraints in (16).

4. Predefined penalty value CS if the branch capacity constraint is violated for any of the branches, used to
model the branch capacity constraints in (17).

As an alternative to adding the predefined penalty to the reward function if the number of switch manipulations
exceeds the predefined limit for any of the switches, we propose the following way to consider the switching
operation constraints in (18): 

- The subset of available actions is created at the beginning of each episode and it is initially equal to the
action set (i.e. all the switch combinations that lead the network into a feasible radial configuration, in
which all the buses are energized).
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- During the episode, the number of operations of each switch in that episode is updated. Prior to action
selection, actions that would violate the switching operation constraints if selected are removed from
the subset of available actions.

- In each timestep, the action with the largest Q-value is selected from the subset of available actions,
instead of from the action set.

This approach increases  the training efficiency  compared to the approach  that  would penalize  the exceeded
number of switch operations,  since the computational  effort  to learn policies  that  do not select  actions that
violate  the  switching  operation  constraints  is  not  needed,  because  those  actions  cannot  be  chosen  in  our
approach.
It is convenient to consider the switching operation constraints using this approach, since only the selected action
(switch combination) is needed to be known, to conclude if the constraint is violated. The subset of available
actions can be determined without executing the actions. Bus voltage and branch capacity constraints cannot be
modelled  using  this  approach  generally,  since  the  action  has  to  be  executed  and  the  feedback  from  the
environment is required for any conclusions about the constraint violations.

Active and reactive injection constraints in (14) and (15) are satisfied in the Load Flow calculation results and
therefore are not considered in the reward function. Values of the state variables and rewards are normalized, for
the purpose of improving the neural network training.

4.2. Training algorithm

During the algorithm training N  episodes are repeated, with each episode consisting of a predefined number of
timesteps  T ,  where in each  timestep the interaction between the agent  and the environment  takes place,  as
described in 4.1. The variety of training scenarios is created by sampling the daily load curves randomly from
some predefined distribution. The way the exploration hyperparameter ε  is updated during the training can also

be tuned. In this paper,  we used the linear  decrease of  ε  until  the  0.8 N th episode, and the constant  value
afterwards. A detailed representation of the agent training procedure is displayed in Algorithm 1.
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Once  trained,  the  algorithm  execution  reduces  to  T+1 Load  Flow  calculations  and  T  neural  network
evaluations, which are almost instantaneous, resulting in computationally efficient control procedure, which can
be used either standalone, or as a part of the more complex power systems application.

5. RESULTS AND DISCUSSION

In this section, results and discussion are presented for Benchmark test examples – 5.1, real-life large-scale
distribution network – 5.2 and IEEE 33-bus radial system – 5.3, along with the choice of RL and Deep Learning
hyperparameters. Proposed algorithms were implemented in Python, deep neural networks were modelled and
trained using the PyTorch Deep Learning framework, and power system related modelling and calculations were
completed using OpenDSSDirect,  the Python interface  to  OpenDSS distribution system simulation software
[36]. The algorithms were executed on a 64-bit Windows 10 with the following hardware configuration: AMD
A8-6410 APU with AMD Radeon R5 Graphics 2.00 GHz, 4 cores and 8GB of RAM.
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5.1. Benchmark test examples

Fig. 2 illustrates a 15-bus test benchmark where a slack bus is the bus with the marker 0 and the other 14 buses
are of the PQ type. Loads are defined by the chronological daily diagram – represented by the full lines in Fig. 3
and peak load (1MVA). The length of all branches is the same (4.5 km). All branches are balanced with the
direct sequence impedance  r+ j x=(0.224+ j 0.109)Ω /km. All branches have switching devices. Number
of switch manipulations is not constrained.

The cost of energy losses and switching operations in the time interval are [23, 37]:
– Cost of energy losses (CLoss): $6.5625 cents/kWh;

– Cost of switching manipulations (C sw): $1 per manipulations.

Penalty values used to model the bus voltage constraints in (16) and the branch capacity constraints in (17) are:
CU=CS=10.

DQN used for this test example consists of the input layer, four hidden layers and the output layer. The input
layer has 15 neurons, one for the timestep index variable and 14 for the apparent powers of each switch. Each
hidden layer has 256 neurons and the output layer consists of 186 neurons, one for each switch combination that
leads to feasible radial configuration. Rectified Linear Unit (ReLU) activation function is applied on each of the
hidden layers and the output layer. The neural network is trained using the Adam optimizer, with the learning
rate of 0.00001 and the minibatch size of 128. Adding batch normalization on several hidden layers was tried,
but it neither improved nor deteriorated the training results.

The algorithm was trained on 60000 episodes. During the training, loads for each hour were uniformly sampled
from the intervals defined by dashed curves in Fig. 3. The used target DQN update frequency is 10 episodes and
the minibatches for DQN training were sampled from experience replay memory, which has the capacity of
1000000 samples. The initial value of the exploration parameter  ε  is 1 and it decreases  linearly to the episode
index, until it reaches the value 0.1 in 48000th episode. The value of the discount factor γ is 0.99, as in [35].

Fig 4. presents the average value of DQN loss function defined in (6), over the episode. As the training advances,
the DQN loss decreases, which implies that the Q-function is being approximated successfully. Additionally, the
testing performance of the RL algorithm with increasing training episodes is presented in Fig. 4 by displaying
the amount of the normalized received reward per episode and its moving average. These rewards were obtained
by executing  the episodes with the exploration parameter  ε  equal  to  zero,  after  each  training episode.  The
training showed asymptotic convergence within 20000 episodes.

Table 1 presents load, losses, and switch manipulations for the proposed approach in 24-hour time optimization,
as well as the comparison of the same results with the state of the art method from [29]. The method from [29]
minimizes the costs of energy losses, switching manipulations, and outages. For this comparison, the method
from [29] is executed with the cost of outages is set to zero. Graphical representation of switch manipulations are
presented in Fig. 5. The final results are additionally compared with the method from [19], which is presented in
Table 2. By comparing the results of the proposed algorithm and the method from [29], it can be concluded that
the proposed switching actions are not the same, but the total costs only differ slightly. The execution time of the
proposed algorithm is 0.148s, which is two orders of magnitude smaller than the execution time of the method
from [29].

Table 1 – Total load, active power losses and switch manipulations in the 24-hour time optimization period (O–
open; C–close)

Proposed approach Method from [29]
Hour Load [kW] Losses [kW] Manipulation of switches Losses [kW] Manipulation of switches

1 4554.0 114.06 4(O), 14(C) 131.73 No manipulations
2 4305.0 101.79 No manipulations 115.32 No manipulations
3 3876.0 82.49 No manipulations 89.97 No manipulations
4 3326.0 61.20 No manipulations 62.95 No manipulations
5 3205.0 57.03 No manipulations 57.81 No manipulations
6 3693.0 75.01 No manipulations 80.35 No manipulations
7 7542.0 316.63 10(O), 14(O), 4(C), 13(C) 316.63 10(O), 13(C)
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8 7909.0 348.71 No manipulations 348.71 No manipulations
9 8279.0 384.08 No manipulations 384.08 No manipulations
10 6067.0 213.94 10(C), 13(O) 220.01 No manipulations
11 9369.0 465.82 No manipulations 465.82 10(C), 13(O)
12 9054.0 440.61 No manipulations 440.61 No manipulations
13 8823.0 423.20 No manipulations 423.20 No manipulations
14 8823.0 423.20 No manipulations 423.20 No manipulations
15 7670.0 375.02 No manipulations 324.18 10(O), 13(C)
16 9801.0 493.87 No manipulations 493.87 10(C), 13(O)
17 7440.0 278.42 4(O), 14(C) 278.42 4(O), 14(C)
18 7049.0 252.96 No manipulations 252.96 No manipulations
19 7317.0 276.55 No manipulations 276.55 No manipulations
20 6643.0 227.18 No manipulations 227.18 No manipulations
21 5651.0 178.27 No manipulations 178.27 No manipulations
22 5163.0 147.68 No manipulations 147.68 No manipulations
23 4793.0 126.72 No manipulations 126.72 No manipulations
24 4554.0 114.06 No manipulations 114.06 No manipulations

Table 2 – Total losses, number of switch manipulations and total cost in the 24-hour time optimization period
Proposed approach Method from [29] Method from [19]

Total losses [kW] 5978.48 5980.28 5967.56
Number of switch manipulations 10 10 22
Total cost [$] 402.3 402.4 413.6

Based on Table 2, it  can be concluded that the proposed  approach and the method from  [29] provide better
solutions than the method from [19]. Solutions from the proposed approach and the method from [29] are less
expensive and they are achieved with the lower number of switch manipulations.

Total losses for 24 hours for 15-bus test benchmark without DNR are 6477.81 kW, with the total cost of $425.1.
The proposed dynamic DNR losses are reduced to 5978.48 kW and the total cost is reduced to $402.3. Loss
reduction per hours, for proposed approach and method from [29], is presented in Fig. 6.

In Fig. 6 it can be seen that there is no reduction of losses in the interval from 10 to 16 hours. In Table 1 it can be
seen that the network configuration from 10 to 16 hours is the same as the basic network configuration, as in Fig.
1 (in the first hour switch 4 was opened and switch 14 was closed; in the seventh hour switch 4 was closed and
switch 14 was opened and switch 10 was opened and switch 13 was closed; in tenth hour switch 10 was closed
and switch 13 was opened). Consequently, there is no reduction of losses from 10 to 16 hours. For the method
from [29] in the 10th hour, there is a negative loss reduction (see Table 1). From 17 to 24 hours, loss reduction is
the same for both methods, because network configuration in that interval is the same, too.

Fig.  7  shows the voltage profile  before  and after  the reconfiguration.  It  is  noted that  the voltage profile  is
improved after applying the configuration found by the proposed algorithm. Bus loads are taken from the daily
load profile presented in Fig. 3 in the 17th hour.

Graphical representation of switch manipulations, when the number of switch manipulations is constrained on
two, is presented in Fig. 7. Losses cost is $403.5, while the switching manipulation cost is $12, summing up to
the total cost of $415.5, meaning that this solution is more expensive than the solution presented in Table 1.

5.2. Real-life large-scale distribution network

The considered real-life large-scale radial distribution network consists of 4 feeders, 1015 branches and 1008
loads. This network is used for the presentation of both the efficiency and robustness of the developed DDNR.
The distribution network is equipped with 31 remotely controlled switches,  where 24 of them are normally
closed and 7 are normally open. This is a challenging number of remotely controlled switches, with the purpose
of showing the scalability of the developed algorithm.

DQN used for this test example consists of the input layer, four hidden layers and the output layer. The input
layer has 32 neurons, one for the timestep index variable and 31 for the apparent powers of each switch. Each
hidden layer has 1024 neurons and the output layer consists of 3567 neurons, one for each switch combination
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that leads to a feasible radial configuration. The algorithm was trained on 100000 episodes. The initial value of
the exploration parameter ε  is 1 and it decreases linearly to the episode index, until it reaches the value 0.1 in
80000th episode. Rest of the parameters are the same as in the case of the 15-bus test benchmark network.

Table 3 presents losses and switch manipulations for the proposed approach in 24-hour time optimization. The
execution time of the proposed algorithm is 3.635s, which is two orders of magnitude smaller than the execution
time of the method from [29] when used for networks with 31 remotely controlled switches. By analyzing the
testing performance of  the  RL algorithm with increasing  training episodes,  the training showed asymptotic
convergence within 30000 episodes.

Table 3 – Active power losses and switch manipulations in the 24-hour time optimization period (O–open; C–
close)

Hour Losses [kW] Manipulation of switches
1 182.30 238(O), 900 (O), 994(O), 1011 (C), 1013(C), 1014 (C)
2 160.98 No manipulations
3 127.19 No manipulations
4 92.46 No manipulations
5 86.08 No manipulations
6 196.43 No manipulations
7 742.05 695(O), 742(O), 900 (C), 1015 (C)
8 783.53 No manipulations
9 826.54 No manipulations
10 368.21 947 (O), 1014 (O), 695 (C), 994 (C)
11 1008.27 No manipulations
12 965.66 No manipulations
13 932.39 No manipulations
14 891.17 1011 (O), 1013 (O), 238 (C), 947 (C)
15 746.81 No manipulations
16 1044.24 No manipulations
17 786.83 947 (O), 1013 (C)
18 553.33 No manipulations
19 744.87 No manipulations
20 645.53 1015 (O), 1014 (C)
21 509.13 191 (O), 1010 (C)
22 455.83 No manipulations
23 313.87 No manipulations
24 178.78 No manipulations

Based on Table 3,  total  power  losses  are  13342.49 kW. The cost  is  $875.61;  on the other  hand,  switching
manipulations cost $24. Total money losses, using the proposed DDNR, are $899.6. Those results demonstrate
that the proposed DDNR is applicable to real-life large-scale distribution networks.

5.3 IEEE 33-bus radial system

In this section, a numerical  test is performed by using the IEEE 33‐bus radial system [38] – Fig. 8. Branch
resistances, reactances, as well as the peak loads are taken from [38]. Loads between buses 2 and 18 are scaled
with the pink full line in Fig. 3, loads between buses 19 and 25 are scaled with the green full line in Fig. 3, and
loads between buses 26 and 33 are scaled with the blue full line in Fig. 3. This network is modified to match the
developed DDNR. The IEEE33 test system is equipped with 20 remotely controlled switches, where 15 of them
are normally closed and 5 are normally open, as shown in Fig. 8. Remotely controlled switches are marked with
"s" and the unique index. If the remotely controlled switch is placed on the full line it is closed, otherwise, it is
open. Five lines were added to the original scheme and they are presented with dashed lines in Fig. 8.

The algorithm was trained on 60000 episodes with the same training parameters as in the case of the 15-bus test
benchmark network. Table 4 presents losses and switch manipulations for the proposed approach in the 24-hour
time optimization period. The execution time of the algorithm is 0.272 s.

1 Costs of energy losses and switching manipilations are the same as in section 5.1.
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Table 4 – Active power losses and switch manipulations in the 24-hour time optimization period (O–open; C–
close)

Hour Losses [kW] Manipulation of switches
1 34.87 6 (O), 35 (C)
2 30.41 No manipulations
3 23.50 No manipulations
4 16.03 No manipulations
5 14.60 No manipulations
6 20.85 No manipulations
7 56.49 No manipulations
8 62.11 8 (O), 33 (C)
9 70.44 No manipulations
10 50.05 No manipulations
11 95.42 14 (O), 34 (C)
12 87.05 No manipulations
13 81.22 No manipulations
14 81.22 No manipulations
15 57.06 No manipulations
16 108.47 No manipulations
17 86.87 27 (O), 37 (C)
18 75.20 No manipulations
19 81.43 No manipulations
20 65.80 No manipulations
21 47.51 No manipulations
22 38.90 No manipulations
23 33.00 No manipulations
24 29.45 No manipulations

Based on Table 4, total power losses are 1347.95 kW. The cost is $88.52 , while the switching manipulations cost
equals $8. Total money losses, using the proposed DDNR, are $96.5. By analyzing the testing performance of
the RL algorithm with increasing training episodes, the training showed asymptotic convergence within 15000
episodes.

Fig. 10 shows the voltage profile before and after the reconfiguration. It is noted that in most of the buses, the
voltage is enhanced after applying the configuration found by the proposed algorithm. Bus loads are taken from
the daily load profile presented in Fig. 3 in the 17th hour.

6. CONCLUSION

This paper presents a multi-objective formulation for DDNR, which minimizes the total cost of energy losses
and switching operations. The proposed DDNR problem solution is based on DRL. It has been displayed that the
suggested definition of state variables, which leads to lower observability requirements, can be used for treating
the DDNR problem in the RL framework successfully. Additionally, the proposed, computationally efficient
way of considering switching operation constraints by creating the available subset of the action set and updating
it during the episode also turned out viable for this problem. The ideas from suggested way of modelling the
DDNR problem as MDP can be used for solving similar power system control and optimization problems as
well. Once trained, the RL algorithm demonstrates faster execution compared to the state of the art method,
while yielding approximately equal total cost savings.

The presented  results  indicate  that  the  developed  algorithm is  scalable,  i.e.  the  computation time does not
increase exponentially with the problem dimension. Therefore,  the developed DDNR algorithm is capable of
handling the real-life large-scale distribution networks.
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