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Abstract—The COVID19 pandemic has brought health 

problems that concern individuals, the state, and the whole 

world. The information available on social networks, which 

were used more frequently and intensively during the 

pandemic than before, may contain hidden knowledge that 

can help to better address some problems and apply 

protective measures more adequately. Since the messages on 

Twitter are specific in their length, informal style, figurative 

speech, and frequent use of slang, this analysis requires the 

application of slightly different techniques than those 

classically applied to long, formal documents. To determine 

which topics appear in tweets related to vaccination, we 

apply state-of-the-art topic modeling techniques to 

determine which one is the most appropriate. This kind of 

research is meant to give us an insight into the opinions of 

the Twitter community on the phenomenon of vaccination 

and all related aspects. Comparing the results of the LDA 

with the topics obtained by manual annotation over the 

same set, we concluded that the LDA method provides a 

very good interpretation of the topics. Such data allow the 

analysis of sentiment, in this case pro- or anti-vaccination 

attitudes, and of specific groups of data and topics. 

I. INTRODUCTION 

Structured data are mostly in the hands of the state 
authorities and are used for various statistical analyses 
related to the pandemic. The research community has 
predominantly used social media such as Twitter to collect 
data on the Covid-19 vaccination. Twitter provides a 
keyword search endpoint, and this has allowed us to 
collect tweets related to vaccination in the Republic of 
Serbia. Existing NLP methods allow us to analyze these 
short texts, which usually express clear opinions on 
various topics. In a set of 9,623 tweets, we used the Latent 
Dirichlet Allocation (LDA) topic modeling method [1] to 
gain insight into which topics are being discussed on 
Twitter, how we can group the tweets, and what is the 
topic of the groups within each cluster.  

Young people usually freely express their opinions on 
social networks. The reasons for the hesitant attitude 
towards vaccination are numerous and, in most cases, not 
strictly anti-vaccination oriented. We will try to determine 
which topics are present in the tweets, hoping to help 
domain experts influence the public in a more informed 
way when it comes to vaccination. If we know why 
people, especially young people, are hesitant, we are 
better equipped for planning campaigns oriented towards 
vaccination. 

We used 9,623 tweets containing keywords related to 
the vaccination process. Data collection began on January 

1, 2021, and is still ongoing. The 9,623 tweets used in this 
analysis were collected through November 28, 2021.  
This collection contains tweets in Serbian that have gone 
through the process of normalization: case lowering, 
conversion from Cyrillic to Latin script, removal of stop 
words, tokenization, lemmatization/stemming. We trained 
state-of-the-art topic modeling algorithms on a normalized 
dataset. Both clustering and topic modeling are 
unsupervised methods for data analysis. Clustering uses 
similarity metrics based on which it divides the document 
into several groups (clusters). Topic modeling has the task 
of identifying the topic to which the document belongs, 
based on a group of words that frequently occur together. 

The tweets are short and the existing topic detection and 
clustering methods do not provide satisfactory results for 
this type of text. The authors of the Biterm Topic Model 
(BTM) [2] state that the application of conventional LDA 
and PLSA topic modeling methods does not work well for 
short texts because they implicitly capture the document-
level word co-occurrence pattern to reveal a topic which is 
not fitting for short texts due to data sparsity. BTM 
directly models word co-occurrence patterns at the corpus 
level and uses those patterns to learn topics and thus solve 
the problem of sparse word co-occurrence biterm patterns 
at document-level. 

To discover latent topics, we used the most popular 
topic modeling algorithm developed by Andrew Ng and 
his colleagues [1]. LDA, the classic and universal model 
for topic modeling, provided us with the best model 
coherence and interpretability, even better than expected 
from BTM considering the shortness of the texts. Using 
the Eye balling approach for topic evaluation, we 
compared the topics discovered with LDA with those 
obtained by two annotators and concluded that LDA 
provides coherent and human-interpretable topics. 

II. RELATED WORK 

 
Topic modeling is one of the most efficient ways to 

detect latent topics and find hidden meaning in a 
collection of texts. It was initially conceived in the early 
1980s and has since evolved into various methods. Among 
the most common ones are Latent Semantic Analysis 
(LSA) [3], Probabilistic Latent Semantic Analysis (pLSA) 
[4], Latent Dirichlet Allocation (LDA) [1], and Non-
Negative Matrix Factorization (NMF) [5]. Historically, 
topic modeling methods were devised for longer texts 
with a sufficient amount of contextual information and 
word co-occurrence patterns. With the rise of social media 
content and the commercial need to gain quick insights 
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from comments on Facebook, Twitter, or Reddit, topic 
modeling has been confronted with the challenge of 
unveiling topics in short texts. In addition to being less 
structured and typically more informal, social media 
comments present the sparsity issue - because they are 
limited in size, they suffer from lack of context and lower 
co-occurrence of words. 

There have been several creative attempts to tackle the 
sparsity issue. Some authors have proposed using the 
LDA method on additional and closely related datasets of 
longer texts to jointly learn or infer the topics of short 
texts [6], [7]. This method is limited by the availability of 
such closely related datasets. Others have attempted to 
aggregate shorter texts into larger pseudo-documents, 
grouping them by a parameter such as the same user or 
hashtag in [8], [9] and [10]. These authors then applied 
LDA to the aggregated texts and obtained promising 
results. Similarly, the authors in [11] performed 
aggregation combining the texts into an aggregated model 
if their similarity was sufficiently high and reported a 
significant improvement in topic coherence. 

Several novel methods have been proposed specifically 
for topic modeling of short texts. The Mixture of 
Unigrams (MoU) [12] was one of the earliest attempts at 
short text modeling. This method starts from the 
assumption that each short document covers a single topic. 
The authors in [13] report the competitive performance of 
MoU mixed with LDA, as a method much better suited 
for short than for long texts. Its main downside lies in its 
inability to account for the fact that a short text can still 
cover more than one topic. Another method proposed for 
short text modeling is the Biterm Topic Model (BTM) [2]. 
BTM provides a solution to data sparsity by considering 
the word co-occurrence patterns (biterms) throughout the 
entire corpus. The authors report significant improvements 
over LDA by being able to learn a global topic 
distribution, and MoU, by allowing every biterm to 
represent a different topic and thus cover possible multiple 
topics for every short text.  

By testing the existing topic modeling methods on a 
Facebook conversation dataset, the authors in [14] show 
that out of five topic modeling methods (LDA, LSA, 
NMF, PCA, and RP), LDA and NMF perform best in 
terms of producing higher quality and more coherent 
topics. Despite being slower than NMF, they show that 
LDA is more flexible and consistent and that it provides 
more meaningful and logical topics. Even though many 
authors point to drawbacks of LDA when it comes to topic 
modeling on short texts, as in  [15], [16] and [17], it 
nevertheless seems to be the preferred method for 
discovering latent topics in short texts. 

From the beginning of the pandemic COVID -19, topic 
modeling techniques have been used to determine public 
attitudes toward various aspects of the pandemic, 
particularly vaccination. Kwok, Vadde and Wang report 
being the first to apply LDA to the topic of COVID-19 
vaccines [17]. Using topic modeling and sentiment 
analysis, they were able to discover three latent topics in a 
Twitter corpus. Several other researchers continued along 
the same lines, using the combination of LDA and 
sentiment analysis to gauge public sentiment using either 

tweets or Reddit corpora. Lyu, Han and Luili managed to 
correlate the detected topics to the main COVID-19 
vaccination events [18], and Wang and Chen tracked 
changes in public sentiment regarding vaccine hesitancy 
[19], both using an LDA algorithm on Twitter corpora. 
Melton et al. in [20] applied LDA to a Reddit corpus, but 
mentioned the need to manually inspect the automatically 
returned topics due to potential problems with qualitative 
coherence. Ma, Zeng-Treitler and Nelson [21] compared 
the performance of LDA to a novel model, Top2Vec, in 
detecting tweets that express vaccine hesitancy and topics 
represented by those tweets. Besides being able to extract 
more relevant and differentiated topics using Top2Vec (8 
compared to 4 detected by LDA), they highlight a 
simplified data-cleaning pipeline as its important asset.  

Even though substantial work has been done on 
sentiment analysis for Serbian [22], [23] and [24], to the 
best of our knowledge this is the first attempt to apply 
topic modeling methods to Serbian in general and to 
tweets in Serbian in particular. In parallel with this effort, 
Prodanović et al. in [25] applied BERTić, a BERT-based 
deep learning model adapted to Bosnian, Croatian, 
Montenegrin, and Serbian, to tweets related to COVID-19 
vaccination hesitancy, to classify the author’s sentiment. 

III. METHOD 

We investigated the COVID-19 vaccine hesitancy by 
analyzing Twitter posts (tweets) using topic modeling. 
Topic modeling is an unsupervised, probabilistic process 
of learning and extracting abstract (hidden) topics from a 
large number of documents. We used it to obtain hidden 
topic in negative tweet related to vaccine hesitancy in the 
Serbian language. Our pipeline - from tweets to topics - 
consists of several steps: extraction and annotation of data, 
data preprocessing, data transformation, creation of a topic 
model - LDA, model evaluation and result interpretation. 
The whole process is depicted in Fig.1. Each step of the 
pipeline is described in detail in the following subsections. 

A.  Extracting and annotating data 

Tweets were collected using the Twitter API. Only 
tweets in Serbian language (both in Cyrillic  and Latin 
script) were used. Also, we filtered the tweets to be only 
from the location of the Republic of Serbia - since we 
want the results to reflect the opinions and topics of 
people currently living in Serbia. Some of the example 
keywords used for tweets filtering are: ‘vakcina', 
'moderna’, fajzer', 'astrazeneca', ‘sputnikV', 'irnk’, ’ирнк', 
‘vektorska vakcina', etc. The choice of keywords reflects 
the intention to choose attitudes towards different types of 
vaccine manufacturers and technologies as an attitude 
towards the vaccination process in general. 

Data were annotated by 2 annotators using three classes 
of sentiment (positive, negative, neutral). Annotators also 
provided lists of aspects/topics that predominate in 
positive and negative tweets separately. These lists were 
used to compare the manually discovered topics with 
topics obtained with LDA model for topic modeling. The 
inter-annotator agreement score for sentiment 
classification, obtained after the first phase of manual 
annotation using the Cohen Kappa score is 0.52139.    

 



Figure 1.  Topic modeling pipeline

  

 

Out of a total of 9,623 tweets we initially had, we ended 
up with 1768 tweets that we used to model topics. This final 
set of tweets was annotated as negative by two annotators. 

B. Preprocessing  

To remove various types of noise and reduce the space for 
topic modeling, we applied the following processing steps to 
the input text: 

• Switching from Cyrillic to Latin script; 

• Tokenization; 

• Removing URLs, mentions, numbers, new lines, 
emojis, images, special characters, ...; 

• Stop words removal; 

• Diacritic restoration; 

• Lemmatization. 

We performed the conversion to Latin script using the [26] 
Python library and removed URLs, mentions etc. using “re” 
python standard package [27]. Tokenization, diacritic 
restoration and lemmatization was done using a CLASSLA 
pipeline for Serbian [28]. 

 

C. Transformation for LDA 

The transformation required to create the LDA model 
consists of creating dictionary/vocabulary (a list of unique 
words represented as integers), the pruning process of 
removing words with low and high frequency and 
representing the tweets as bag-of-words features. Creating a 
corpus of all tweets as bag-of-words features is also 
necessary at this stage. 

D. Create topic model – LDA 

To obtain cluster  assignments, the LDA model uses two 
probability values: P(word|topics) and P(topics|documents). 
We create a topic model by initializing a random LDA 
model, creating random number of topics parameter, α and β 
parameter and the number of passes over the corpus. We 
trained the initial model with 10 topics and ‘auto’ values for 
α and β parameters and got the coherence Cv  score of 
0.27017. 

This initial model is evaluated and the hyperparameters 
are tuned in order to give the enhanced model (with a better 
coherence score).  

IV. MODEL EVALUATION – TOPIC COHERENCE 

Moreover, there is no gold standard list of topics to 
compare with the corpus we used. For the evaluation, we 
used an intrinsic metric that is able to capture the semantics 
of the model and the interpretability of the topics. We did not 
use an extrinsic evaluation metric, as it evaluates how good a 
model is at performing tasks such as classification. 

Topic Coherence measures the semantic similarity 
between the top words in each topic generated by the LDA 
model. The assumptions are that words with similar 
meanings tend to occur together in similar contexts and that a 
topic would contain semantically similar words among its 
top scored representatives.  

We used Cv, which is commonly used as a coherence 
score because it has performed well in scoring how 
interpretable topics are by human readers. 



A. Hyperparameter tuning for LDA 

LDA requires that the number of topics be determined in 
advance. Based on this number (we will call it K), the 
algorithm generates K topics that best fit the data. 

We perform hyperparameter tuning to get the parameters 
that match the model with the best coherence score. We 
perform a series of sensitivity tests to help determine the 
following model hyperparameters: number of topics K, 
dirichlet hyperparameter alpha (document-topic density), 
dirichlet hyperparameter beta (word-topic density). 

To quantitatively evaluate topic models by the measure of 
topic coherence we used Gensim library implementation 
[29]. We found the best value of the hyperparameter at 
which the maximum topic coherence is achieved: 
alpha=asymmetric, beta=0,91. no. of topics=6. This 
parameter optimization yields approx. 9% improvement over 
the baseline score. The coherence score with the best 
parameters is 0.2973.  

V. RESULTS 

The obtained topics (based on 20 representative words) 
are shown in Table I. Common reasons for vaccine hesitancy 
found in the dataset included concerns about 
experiment/scam, side effects associated with the COVID-19 
vaccines, DNA change, conspiracy theory, vaccine hesitation 
mixed with a political attitude, and a mixture of scientific 
and general skepticism related to vaccine development and 
distribution. The experts interpreted and named the topics as 
shown in the second column of the Table II. The topics are 
very close and contain similar words – due to the very 
narrow field (not only COVID-19, but Covid-19 vaccine). 
More data is needed for more accurate topics modeling. 

 

TABLE I.   
TOPICS SCORED 20 REPRESENTATIVE WORDS 

 

TABLE II.   
COMPARATION OF HUMAN ANNOTATED AND LDA DISCOVERED TOPIC  

Topic 

# 

Topic identified 

by LDA-named 

by experts 

Topics identified by human 

annotators 

First annotator 
Second 

annotator 

01 

Concern that 
vaccine is 

experiment/scam 

- Experiments 

- Produced too 

quickly 

- Untested 

vaccine 

02 
General 

uncertainty 

- Lack of info 

- Inconsistency of 

info 

- Doubt about the 

vaccination process 

- Effectiveness 

- Ignorance 

03 

Side Effects/ 
harmful 

consequences 

- Safety 

- Ingredients of the 

vaccine 

- Ingredients of 

the vaccine 

04 
Fear of DNA 

change 

- Genetic 

modification 

- Planned gene 

therapy 

- Genetic 

modification 

05 

Conspiracy theory/ 
population 

controlled by Bill 

Gates 

- The attitudes of the 

others 

- Planned gene 

therapy 

- 

06 

Concern mixed 
with political 

attitude 

- Politics - 

 

A. Eyeballing and  LDA topic comparation 

Since our dataset is small, it is difficult to measure the 

exact success of the LDA model. Therefore, we decided to 

compare the results with the topics identified separately by 

two human annotators in each tweet with negative sentiment 

as a reason for hesitation toward vaccination if the Twitter 

user expressed one. The first annotator labeled the topics in 

more detail based on well-known reasons for hesitation to 

vaccinate, while the second annotator went through the 

annotation with a more general approach and strictly 

annotated the tweets with a clear attitude toward vaccines, 

excluding the tweets based on political attitudes and 

conspiracy theories. Our results showed that the topics 

identified by the LDA model were highly consistent with 

the human annotations.  

The annotators identified concerns expressed by users 

that the vaccine is an experiment and that it is being 

developed too quickly and used on a massive scale and has 

not been sufficiently tested. The general uncertainty is 

consistent with both human annotators regarding the lack of 

information and knowledge about vaccines that Twitter 

users see as a problem. In particular, the first annotator 

noted doubts about the vaccination process and about 

whether there are any health effects. The third topic 

identified by the LDA model corresponds to the concerns 

identified by the annotators about the presence of side 

effects that question the safety of vaccines based on a 

general opinion or a more specific opinion because of some 



specific ingredients of vaccines. The topic of fear of DNA 

change is completely consistent with the topics noted by the 

two annotators. The first annotator also noted that some 

Twitter users believe that vaccination is a planned gene 

therapy, which could also be classified as a conspiracy 

theory due to the nature of these tweets. Also on this topic, 

the first annotator identified that the personal attitudes of 

various people from around the world can trigger conspiracy 

theories. Concern mixed with political attitude is not an 

uncommon case on Twitter identified by the LDA model 

and the first annotator.  

VI. CONCLUSION 

The goal of the research presented in this paper was to 
determine how much the LDA method can yield topics that 
are coherent and interpretable. Due to the modest size of the 
training data set, and since the topics to be discovered are 
quite semantically loose (representative words often occur in 
multiple topics), we had not expected such good results with 
the LDA method. The reasons for vaccination hesitancy 
almost completely coincide with the results that were 
manually determined by the annotators. In the future, we 
plan to compare these results with the results of other 
methods for modeling topics in short texts. We also plan to 
apply this model along with a system that classifies tweets 
based on their sentiment and discovers topics for different 
sentiment polarities. 
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